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Chapter 1. Introduction

An Enterprise Java Bean (EJB) is a server-side software component that can be deployed in a distributed
multi tier environment.

An EJB container can hold four major categories of beans:

* Session Beans
» Stateless Session Beans
o Stateful Session Beans
 Entity Beans

» Message Driven Beans (MDBs or Message Beans)

EJBs used in shark are session beans (stateless and stateful).

Stateless Session Beans are distributed objects that do not have state associated with them thus allowing
concurrent access to the bean. The contents of instance variables are not guaranteed to be preserved
across method calls. The lack of overhead to maintain a conversation with the calling program makes
them less resource-intensive than stateful beans.

Session beans are used to implement business objects that hold client-specific business logic. The state
of an object consists of the values of its instance variables. In a stateful session bean, the instance vari-
ables represent the state of a unique client-bean session. Because the client interacts with its bean, this
stateis often called the conversational state.

Note: The shark beans build process is done and tested for JOnAS Tomcat (4.5.2, 4.7.5), IBOSS (4.x)
and Geronimo Tomcat 1.1.1 EJB containers.




Chapter 2. Configuration and EAR
generation

The configuration file used for shark beans configuration is Shark.conf and is located in sharkejb.war (in
WEB-INF/classes), which isinside EAR file.

For now, shark is defined to work with HSQL database.

Beside this configuration file, property file describing database defined by DataSourceName should be
set on the proper place for each EJB container.

This chapter explains more detail al settings needed for different EJB containers.

When proper configuration files are set to the desired values, EAR should be generated. In config-
ure.propertiesfile (located in <shark_install_dir>/tws directory) should be set the name of EJB contain-
er for which will the EAR be generated for. The name of this parameter is gjb_container and the pos-
sible values are jboss, jonas, geronimo and jboss-ws. The default valueis jboss.

# EJB container for which the ear file will be built, pick one of:

# j boss, jboss-ws, jonas, geroninp

# NOTE: if you pick jboss-ws, it will build ear for JBoss with possibility

# to expose beans as WebServices
ej b_cont ai ner =j boss

Vaue jboss-ws means that EAR file will be built for JBOSS server with possibility to expose shark's
statel ess session beans as WebServices.

Also, in thisfile can be set the database that will be used (the default value is HSQL):
# dat abase vendor, pick one of:

# db2, hsql, informx, nsql, nsqgl 2005, nysql, oracle, postgresql, sybase
db_| oader _j ob=nsql

and the location of JDBC driver (needed for all databases except HSQL):

# directory containing JDBC driver jar/zip files
db_ext _dirs=C:/drivers/ MSQL

For the database defined in this property file will all configuration files needed for the EJB be generated
for.

After al parameters are set, the EAR file is being generated by running configure.bat script (for win-
dows) or configure.sh script (for linux), located in <shark_install_dir>/tws directory. After generation,
the proper EAR file and other needed files are placed in <shark_install_dir>/twsEAR directory.

Configuration for JOnAS

The configuration file that will be generated for JOnAS EAR is caled Shark.conf.in and is located in
<shark_install_dir>/tws/.dist/EJB/conf/jonas directory. The parameters specific for JOnAS are set to the
following values:
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Dat abaseManager . def aul t s. XATr ansact i onManager LookupNane=j ava: conp/ User Tr ansact i on
Shar kTxSynchr oni zat i onFact ory. XATr ansact i onManager LookupNanme=j ava: conp/ User Tr ansact i on
Dat abaseManager . DB. shar kdb. Connect i on. Dat aSour ceNanme=j ndi : shar kdb

The parameter DataSourceName has the following form: "jndi:<jndi name of the database defined in
JONAS>". In this example, jndi name is sharkdb.

The property file describing the database is caled sharkdb.propertiesin and is located in
<shark_install_dir>/tws/.dist/EIJB/conf/jonas directory. During the EAR generation, this file will be gen-
erated for the database defined in configure.properties file under the name sharkdb.properties. After
generation, this file should be placed in <jonas_root>/conf directory.

Here is given the example for Postgresql database:

j dbc. wr apper =or g. enhydr a. j dbc. st andar d. St andar dXADat aSour ce
j dbc. m nconpool =12

j dbc. maxconpool =180

J dbc. connmaxage=30

j dbc. conncheckl evel =1

dat asour ce. descri pti on=Shark W Engi ne Dat aSour ce

j dbc. connt est st nt =SELECT 1

dat asour ce. name=shar kdb

dat asour ce. cl assnane=or g. post gresql . Dri ver

dat asour ce. url =j dbc: post gresql : //1 ocal host/shark
dat asour ce. user nanme=sa

dat asour ce. passwor d=sa

Database drivers, if not already added to JOnAS, should be added somewhere in <jonas_root>/lib direct-
ory (for example, in <jonas_root>/lib/commong/jonas).

When JOnAS is started, the database must be deployed (JOnAS server loads data source, related jdbc
drivers, and registers the data sources into JNDI). The easiest way to do it is to use JOnAS Admin tool
(URL  http://<localhost:connection_port>/jonasAdmin). By  default, the url is ht-
tp://localhost:9000/jonasAdmin/.

By default, username for JOnAS admin is"jonas’, and password isalso "jonas’.
When admin application appears, go to Domain -> Server JOnAS -> Resources ->Database (JDBC).
Then, on Deployment card, choose sharkdb database and deploy it.

The another way for database deployment is to add database to deployment list defined by jo-
nas.service.dbm.datasources parameter in <jonas_root>/conf/jonas.properties file. This parameter con-
tains a coma-separated list of DataSources that will be deployed at JOnAS start.

For example:

jonas.service.dom.datasources HSQL 1,sharkdb

Configuration for JIBOSS

The configuration file that will be generated for JBOSS EAR is caled Shark.conf.in and is located in
<shark_install_dir>/tws/.dist/EJB/conf/jboss directory (or in
<shark_install_dir>/tws/.dist/EJB/conf/jboss-ws directory for EAR with beans that can be exposed as
web services). The parameters specific for BBOSS are set to the following values:

Dat abaseManager . def aul t s. XATr ansact i onManager LookupName=j ava: / Tr ansact i onManager

Shar kTxSynchr oni zat i onFact or y. XATr ansact i onManager LookupNane=j ava: / Tr ansact i onManager
Dat abaseManager . DB. shar kdb. Connect i on. Dat aSour ceNane=j ndi : j ava: shar kdb
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The parameter DataSourceName has the following form: "jndi:java:<jndi name of the database defined
in JBOSS >". In this example, jndi name is sharkdb.

The JBOSS standard for file name which defines database is: <jndi_name>-ds.xml.

The property file describing the database is caled sharkdb-dsxml.in and is located in
<shark_install_dir>/tws/.dist/EJB/conf/jboss directory (or in
<shark_install_dir>/tws/.dist/EJB/conf/jboss-ws directory for EAR with beans that can be exposed as
web services). During the EAR generation, this file will be generated for the database defined in config-
ure.properties file under the name sharkdb-ds.xml. After generation, this file should be placed in JBOSS
server's deploy directory.

Here is given the example for MySql database:
<?xm version="1.0" encodi ng="UTF-8"?>

<dat asour ces>
<l ocal -t x- dat asour ce>
<j ndi - name>shar kdb</ j ndi - nane>
<connecti on-url >jdbc: nysql :/ /| ocal host/ shark</ connecti on-url >
<driver-class>org.gjt. mm nysql . Driver</driver-cl ass>
<user - name>r oot </ user - name>
<passwor d>sa</ passwor d>
</l ocal -t x-dat asour ce>
</ dat asour ces>

Database drivers, if not already added to JBoss, should be added in JBOSS server'slib directory.

When JBOSS is started, the database is automatically deployed into JBOSS (JBOSS server loads data
source, related jdbc drivers, and registers the data sources into JNDI).

Configuration for Geronimo

The configuration file that will be generated for Geronimo EAR is called Shark.conf.in and is located in
<shark_install_dir>/tws/.dist/EJB/conf/geronimo directory. The parameters specific for Geronimo are
set to the following values:

Envi r onment Type=ger oni no

Dat abaseManager . DB. shar kdb. Connect i on. Dat aSour ceNanme=j ndi : j dbc/ shar kBase

Dat abaseManager . DB. shar kdb. Obj ect | d. Cl assNane=or g. enhydr a. dods. j t a. Ger oni moJTAChj ect | dAl | ocat or
Dat abaseManager . def aul t s. Transact i onFact or y=or g. enhydr a. dods. j t a. Ger oni nDDBTr ansact i onFact ory

The parameter DataSourceName has the following form: "jndi:<jndi name of the database defined in
Geronimo>". In this example, jndi name is jdbc/sharkBase.

Geronimo needs some additional configuration files. In al files in which the database jndi name is
needed, it is set to value "jdbc/sharkBase'. The configuration file that defines deployment plan
(database) is caled sharkdb.xml.in and is located in <shark_install_dir>/tws/.dist/EJB/conf/geronimo
directory. In this file should be the database name be set to value sharkdb (because of various settingsin
all configuration files). During the EAR generation, thisfile will be generated for the database defined in
configure.properties file under the name sharkdb.xml.

The example of sharkdb.xml file that defines Postgresgl database:

<?xm version="1.0" encodi ng="UTF-8"?>
<connector xm ns="http://geroni nb. apache. org/ xm / ns/j 2ee/ connector-1.1">
<dep: envi ronment xm ns: dep="http://geroni no. apache. org/ xm / ns/ depl oynent - 1. 1" >
<dep: nodul el d>
<dep: groupl d>consol e. dbpool </ dep: gr oupl d>
<dep: artifactld>sharkdb</dep:artifactld>

)
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<dep: ver si on>1. 0</ dep: ver si on>
<dep: type>rar</dep:type>
</ dep: nodul el d>
<dep: dependenci es>
<dep: dependency>
<dep: groupl d>shar kdbdr i ver </ dep: gr oupl d>
<dep: artifactld>sharkdbdriver</dep: artifactld>
<dep: ver si on>1. 0</ dep: ver si on>
<dep: type>j ar </ dep: t ype>
</ dep: dependency>
</ dep: dependenci es>
</ dep: envi r onment >
<r esour ceadapt er >
<out bound- r esour ceadapt er >
<connection-definition>
<connectionfactory-interface>j avax. sql . Dat aSour ce</ connect i onf act ory-i nterface>
<connectiondefinition-instance>
<nane>shar kdb</ nane>
<confi g- property-setting
name="Dri ver">org. postgresql.Driver</config-property-setting>
<confi g-property-setting nane="User Nane" >sa</ confi g- property-setting>
<confi g-property-setting nane="Password">sa</confi g-property-setting>
<confi g- property-setting
name="Connect i onURL" >j dbc: post gresql : // 1 ocal host/ shar k</ confi g- property-setting>
<connect i onmanager >
<l ocal -transaction/>
<si ngl e- pool >
<max- si ze>10</ max- si ze>
<m n-si ze>0</ m n-si ze>
<mat ch- one/ >
</ si ngl e- pool >
</ connect i onmanager >
</ connecti ondefinition-instance>
</ connecti on-definition>
</ out bound- r esour ceadapt er >
</ resour ceadapt er >
</ connect or >

Also, proper jdbc drivers should be added to geronimo's repository (if not added yet). Jdbc driver should
be also set in sharkdb.xml file. To make the story general, the universal name for the database driver is
Set:

<dep: dependenci es>

<dep: dependency>
<dep: groupl d>shar kdbdr i ver </ dep: gr oupl d>
<dep: artifactld>sharkdbdriver</dep:artifactld>
<dep: ver si on>1. 0</ dep: ver si on>
<dep: type>j ar </ dep: t ype>

</ dep: dependency>

</ dep: dependenci es>

So, jdbc driver should be named sharkdbdriver-1.0jar and should be placed in
<geronimo_root>/repository/sharkdbdriver/sharkdbdriver/1.0 directory. When driver is renamed and
placed in repository directory as explained, it should be added to the Common libs list that can be
viewed by using Geronimo Admin application. By default, the url is http://localhost:8080/console. Off
course, in order to use the console, Apache Geronimo must be running.

By default, username for Apache Geronimo admin is"system", and password is "manager".

When admin application appears, go to Services -> Common Libs, and check if in the list appears de-
sired database drivers.

As mentioned, there are some differences in the number and content of configuration files between
Apache Geronimo and other EJB servers. Here are explained additional Apache Geronimo's configura-
tion files.

File application.xml, located in EAR's META-INF directory, contains one additional connector:

<?xnl version="1.0" encodi ng="UTF-8"?>
<appl i cati on>
<nmodul e>
<connect or >t ranqgl - connect or - 1. 2. r ar </ connect or >
</ nodul e>



http://localhost:8080/console
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</ appl i cation>

File geronimo-application.xml, located in EAR's META-INF directory, is specific for Apache Geronimo
and looks like:

<?xm version="1.0" encodi ng="UTF- 8" ?>
<application xm ns="http://geroni no. apache. org/ xm / ns/j 2ee/ appli cation-1.1">
<dep: envi ronment xnl ns: dep="http://geroni no. apache. org/ xm / ns/ depl oynent-1. 1" >
<dep: nodul el d>
<dep: gr oupl d>enhydr a</ dep: gr oupl d>
<dep: artifactld>Shark</dep:artifactld>
<dep: ver si on>1. 0</ dep: ver si on>
<dep: type>car </ dep: t ype>
</ dep: nodul el d>
<dep: dependenci es/ >
<dep: hi dden- cl asses/ >
<dep: non-overri dabl e-cl asses/ >
</ dep: envi r onnment >
<nodul e>
<connect or >t ranqgl - connect or - 1. 2. r ar </ connect or >
<al t - dd>shar kdb. xm </ al t - dd>
</ modul e>
</ appl i cation>

If web.xml file existsin the EAR, in the same location must also exist geronimo-web.xml file.

For example, if web.xml file looks like:
<?xm version="1.0" encodi ng="1SO0O 8859-1"?>
éméblapp>

<di spl ay- name>shar k- ej b</ di spl ay- nane>

<descri pti on>Shark EJB sanple JSP application. </description>
</ web- app>

The geronimo-web.xml file can look like:

<web- app xm ns="http://geronino. apache. org/ xm / ns/j 2ee/ web-1. 1"
xm ns: nam ng="http://geroni no. apache. or g/ xm / ns/ nam ng-1. 1" >
<dep: envi ronment xni ns: dep="http://geroni no. apache. or g/ xm / ns/ depl oynment - 1. 1" >
<dep: nodul el d>
<dep: gr oupl d>enhydr a</ dep: gr oupl d>
<dep: artifactld>shark</dep:artifactld>
<dep: ver si on>1. 0</ dep: ver si on>
<dep: t ype>car </ dep: t ype>
</ dep: nodul el d>
<dep: dependenci es/ >
<dep: hi dden- cl asses/ >
<dep: non-overri dabl e- cl asses/ >
</ dep: envi ronment >
<cont ext - r oot >/ shar k</ cont ext - r oot >
</ web- app>

File opengjb-jar.xml, located in META-INF directory of jar file (sharkejb.jar) that contains shark beans
(inside EAR), looks like this:

<?xm version="1.0" encodi ng="UTF- 8" ?>
<openej b-jar xm ns="http://ww. openej b. org/ xm / ns/ openej b-jar-2.1">
<dep: envi ronment xnl ns: dep="http://geroni no. apache. or g/ xm / ns/ depl oynment - 1. 1" >
<dep: nodul el d>
<dep: gr oupl d>enhydr a</ dep: gr oupl d>
<dep: artifactld>Shark</dep:artifactld>
<dep: versi on>1. 0</ dep: ver si on>
<dep: type>car </ dep: t ype>
</ dep: nodul el d>
<dep: dependenci es/ >
<dep: hi dden- cl asses/ >
<dep: non-overri dabl e-cl asses/ >
</ dep: envi ronment >

<cmp- connecti on-factory>
<resour ce- | i nk>shar kdb</resource-1ink>
</ cnp-connecti on-factory>

<enterprise-beans>
<sessi on>
<ej b- name>WAPI| EJB</ ej b- nane>
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<j ndi - name>or g/ enhydr a/ shar k/ ej b/ WAPI EJB</ j ndi - nane>
<resource-ref>

<r ef - name>j dbc/ shar kBase</ r ef - nane>

<resour ce-| i nk>shar kdb</resour ce-1|i nk>
</resource-ref>
</ sessi on>

<sessi on>
defined for every bean ..
</ sessi on>

</ enterprise-beans>
</ openej b-j ar>

If database in deployment plan (file sharkdb.xml) is set to name jdbc/sharkBase (as explained in this
chapter), none of this additional files needn't be changed. Only deployment plan sharkdb.xml, if not set
for the proper database in configure.properties file, must be changed manually to the desired values be-
fore EAR generation.

File geronimo_client.properties is located in <shark_install_dir>/tws/.dist/EJB/conf/geronimo directory
and contains the values needed for JNDI context creation. By default, this file contains geronimo's de-
faults:

java. nami ng.factory.initial =org.openejb.client.Renotelnitial ContextFactory

j ava. nami ng. provi der. url =l ocal host : 4201

J ava. nam ng. security. princi pal =syst em
j ava. nam ng. security. credenti al s=manager




Chapter 3. Deployment

After EAR generation, EAR fileis placed in <shark_install_dir>/EJB directory along with all necessary
data.

After generation, EAR must be placed in EJB container and deployed.

Deployment in JOnAS

For this container, EAR (sharkejb-jonas.ear) should be placed in <jonas_root>/apps directory and de-
ployed by using JOnAS admin tool (URL http://locahost:9000/jonasAdmin  [ht-
tp://localhost:9000/jonasAdmin/]).

By default, username for JOnAS admin is"jonas’, and password is aso "jonas’.

When admin application appears, go to Domain -> Server JOnAS -> Deployment ->Applications
(EAR). Then, on Deployment card, choose sharkejb-jonas.ear and deploy it.

The another way for EAR deployment is to place EAR in directory defined by jo-
nas.service.ear.autol oaddir parameter in <jonas_root>/conf/jonas.properties file. By default, the value of

this parameter is autoload, so, EAR should be placed in <jonas _root>/apps/autoload directory and the
EARs placed in this directory will be deployed by the JOnAS Server at launch time.

Deployment in IBOSS

For this container, EAR (sharkejb-jboss.ear or sharkejb-jboss-ws.ear) should be placed in JBOSS serv-
er's deploy directory.

When placed there, EAR is automatically deployed into JBOSS. If this EAR already exists, EAR will be
automatically deployed in JBOSS during the start of the JBOSS.

Deployment in Geronimo

For this container, EAR (sharkejb-geronimo.ear) should be deployed by using geronimo admin tool
(URL http://local host:8080/console [http://local host:8080/console” >http://localhost:8080/consol €]).

By default, username for geronimo admin is "system", and password is "manager".

When admin application appears, go to Applications -> Deploy New. There are two things that should
be deployed by using this form.



http://localhost:9000/jonasAdmin/
http://localhost:9000/jonasAdmin/
http://localhost:9000/jonasAdmin/
http://localhost:8080/console" >http://localhost:8080/console
http://localhost:8080/console" >http://localhost:8080/console

Deployment

First, the deployment plan should be deployed. In archive input, browse to trangl-connector-1.2.rar file
and for plan browse to sharkdb.xml file (both files are located in <shark_install_dir>/tws/EJB directory)
and click Install button.

Second, the EAR should be deployed. In arrive input, browse to the EAR file (located in
<shark_install_dir>/tws/EJB directory) and click Install button.

If everything was OK, shark database (sharkdb) should appear in the list of database pools (path Ser-
vices -> Database Pools in admin application ),

and shark EAR (sharkejb-geronimo.ear) should appear in the list of application EARs (path Applications
-> Application EARs in admin application ).




Chapter 4. Using Shark Admin
Application

Shark admin application can work with shark enterprise beans. To achieve this, some parameters must
be set in SharkClient.conf file, located in <shark_install _dir>/tws/conf directory.

This chapter explains this settings for different EJB containers.

After setting these parameters, start and work with shark admin is the same as in the POJO case.

JONAS Settings

For JOnAS, in SharkClient.conf file (located in <shark_install_dir>/tws/conf directory), the following
parameters should be set to the following values:

%t Section related to client applications

E sone applications can work with shark depl oyed as PQJO or as EJB
# for such applications, default client type is PQIO
Cl i ent Type=EJB

# defines user transaction tinmeout (nax tinme that transaction can |ast before automatically
# beeing rolled back). Default is 300 sec
User Transact i on. Ti meout =300

# if application works with EJB shark, the name for user transaction | ookup shoul d be
# defined. Default is nane for the JBoss depl oynent.
XaUser Tr ansact i onLookupName=j avax. t ransacti on. User Tr ansacti on

# if application works with EJB shark, the name for initial context factory shoul d be
# specified. Default is nane for the JBoss depl oynent.
java. nam ng.factory.initial =org.objectweb.carol.jndi.spi.MltiOblnitial ContextFactory

# if application works with EJB shark, the URL prefix for packages should be
# specified. Default is name for the JBoss depl oynent.
java. nami ng.factory. url . pkgs=org. obj ect web. j onas. nani ng

# if application works with EJB shark, the URL of service provider should be
# specified. Default is nane for the JBoss depl oynent on the |ocal machine.
java. nam ng. provider.url=rm://| ocal host: 1099

The JOnAS jar file clientjar (located in <jonas root>/lib directory) must be copied to
<shark_install_dir>/tws/lib/contrib  directory. Also, after EAR deployment in JOnAS, in
<shark_install_dir>/twg/lib directory should be added sharkejb.jar with generated stubs and skeletons
from JOnAS. This jar is located in <jonas_root>/work/apps/jonas/sharkejb_<latest date>-<latest_time>
directory.

JBOSS Settings

For JBOSS, in SharkClient.conf file (located in <shark_install_dir>/tws/conf directory), the following
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parameter should be set to the following values:

m

;¢ Section related to client applications

E sone applications can work with shark depl oyed as PQJO or as EJB
# for such applications, default client type is PQIO
C i ent Type=EJB

# defines user transaction tinmeout (nmax tinme that transaction can |ast before automatically
# beeing rolled back). Default is 300 sec
User Transact i on. Ti meout =300

# if application works with EJB shark, the name for user transaction | ookup shoul d be
# defined. Default is nane for the JBoss depl oynent.
XaUser Tr ansact i onLookupName=User Tr ansact i on

# if application works with EJB shark, the name for initial context factory should be
# specified. Default is nane for the JBoss depl oynent.
java. nami ng.factory.initial =org.jboss. nam ng. Nam ngCont ext Fact ory

# if application works with EJB shark, the URL prefix for packages shoul d be
# specified. Default is name for the JBoss depl oynent.
java. nam ng.factory. url.pkgs=org. jboss. nam ng: org.jnp.interface

# if application works with EJB shark, the URL of service provider should be

# specified. Default is nane for the JBoss depl oynent on the |ocal machine.
java. nam ng. provider. url =jnp://| ocal host: 1099

The parameter ClientType must be set to the value EJB. Other mentioned parameters need not be set,
since shark is by default configured that it's client applications work with JBOSS (when ClientType is
"EJB").

The JBOSS jar file jbossall-client.jar (located in JBOSS server's client directory) must be copied to
<shark_install_dir>/tws/lib/contrib directory.

For shark EAR with beans that can be exposed as web services, the parameter ClientType must be set to
the value WS,

C i ent Type=W6

Geronimo Settings

For geronimo, in SharkClient.conf file (located in <shark_install_dir>/tws/conf directory), the following
parameters should be set to the following values:

Section related to client applications

sone applications can work with shark depl oyed as PQJO or as EJB
for such applications, default client type is PQIO
i ent Type=EJB_GERONI MO

I QI I I

defines user transaction tinmeout (max tinme that transaction can |last before automatically
beeing rolled back). Default is 300 sec
User Transact i on. Ti meout =300

# if application works with EJB shark, the name for initial context factory shoul d be
# specified. Default is name for the JBoss depl oynent.
java. nam ng.factory.initial =org.openejb.client.Renptelnitial ContextFactory

# if application works with EJB shark, the URL prefix for packages shoul d be
# specified. Default is nane for the JBoss depl oynent.
java. nam ng. factory. url. pkgs=or g. apache. ger oni no. nam ng

# if application works with EJB shark, the URL of service provider shoul d be
# specified. Default is nane for the JBoss depl oynent on the |ocal machine.
j ava. nami ng. provi der. url =l ocal host : 4201

# if application works with EJB shark, only for geronino these two paraneters
# shoul d be defined (default principal is systemand credential nanager)
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java. nam ng. security. princi pal =syst em
j ava. nami ng. security. credenti al s=manager

Beside geronimo's jar files that are already added in shark, geronimo-j2ee 1.4 spec-1.1.jar file (located

in <geronimo_root>/repository/org/apache/geronimo/specs/geronimo-j2ee 1.4 spec/1.1 directory) must
be copied to <shark_install_dir>/tws/lib/contrib directory.
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